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We propose a new end-to-end trainable approach for
multi-instance pose estimation by combining a convolutional
neural network with a transformer. We cast multi-instance pose
estimation from images as a direct set prediction problem. In-
spired by recent work on end-to-end trainable object detection
with transformers, we use a transformer encoder-decoder ar-
chitecture together with a bipartite matching scheme to directly
regress the pose of all individuals in a given image. Our model,
called POse Estimation Transformer (POET), is trained using a
novel set-based global loss that consists of a keypoint loss, a key-
point visibility loss, a center loss and a class loss. POET reasons
about the relations between detected humans and the full image
context to directly predict the poses in parallel. We show that
POET can achieve high accuracy on the challenging COCO key-
point detection task. To the best of our knowledge, this model
is the first end-to-end trainable multi-instance human pose esti-
mation method.

Introduction
Multi-human pose estimation from a single image, the task
of predicting the body part locations for each individual, is
an important computer vision problem. Pose estimation has
wide ranging applications from measuring behavior in health
care and biology to virtual reality and human-computer inter-
actions (1–4).

Multi-human pose estimation can be thought of as a hi-
erarchical set prediction task. An algorithm needs to predict
the bodyparts of all individuals and group them correctly into
humans. Due to the complexity of this process, current meth-
ods consist of multiple steps and are not end-to-end train-
able. Fundamentally, top-down and bottom-up methods are
the major approaches. Top-down methods first predict the lo-
cation (bounding boxes) of all individuals based on an object
detection algorithm and then predict the location of all the
bodyparts per cropped individual with a separate network (5–
8). Bottom-up methods first predict all the bodyparts, and
then group them into individuals (9–16). However, both ap-
proaches require either post-processing or two different net-
works. This motivates the search for end-to-end solutions.

Inspired by DETR (17), a recent transformer-based ar-
chitecture for object detection, we propose a novel end-
to-end trainable method for multi-instance pose estimation.
Pose estimation transformer (POET) is the first model that is
trained end-to-end for multi-instance pose estimation, with-
out the need for post-processing or two networks as typically
employed in top-down approaches. POET predicts all hu-
man poses without any post-processing and is trained with a

4 8 12 16 20 24 28 32
0

10
20
30
40
50
60
70
80
90

100

CNN stride

C
O

C
O

m
A

P
pe

rf
or

m
an

ce
(%

) Ours
Baseline

Fig. 1. POET vs. the fully convolutional associative embedding method perfor-
mance as a function of the stride of the encoder on the COCO keypoint estimation
task. Our method achieves strong performance despite lower resolution features.

novel, yet simple loss function, which allows bipartite match-
ing between predicted and ground-truth human poses. Our
approach achieves excellent results on the difficult COCO
keypoint challenge especially for large humans, and performs
better than baseline models even with higher spatial resolu-
tion (Figure 1).

Related work
Transformers in vision and beyond Transformers were
introduced for machine translation (18), and have vastly im-
proved the performance of deep learning models on language
tasks (18–20). Their architecture inherently allows model-
ing and discovering long-range interactions in data. Their
use has recently been extended to speech recognition (21),
automated theorem proving (22), and many other tasks (23).
In computer vision, transformers have been used with great
effect either in combination or as an alternative to convolu-
tional neural networks (CNNs) (23). Notably, Visual Trans-
former (ViT) (24) demonstrated state-of-the-art performance
on image recognition tasks with pure transformer models.
In other visual tasks, such as text-to-image, excellent results
have been shown, e.g., by DALL-E (25).

Recently Carion et al. (17) developed a new end-to-
end paradigm for visual object detection with transformers,
a task which previously required either two-stage approaches
or post-processing. This approach, DETR, formulated ob-
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Fig. 2. Overview of our model. a) POET combines a CNN backbone and a transformer to directly predict the pose of multiple humans. b) Each pose is represented as
a vector comprising the center (xc,yc), the relative offset (∆xi,∆yi) of each bodypart i and its visibility vi. c) POET is trained end-to-end by bipartite matching of the
closest predictions to the ground truth pose, and then backpropagating the loss.

ject detection as a set prediction problem combined with a
bipartite matching loss. DETR is an elegant solution, how-
ever, the model requires long training times and shows com-
paratively low performance on small objects (17). These
problems were mitigated through further works; Deformable
DETR (26) presents a multi-scale deformable attention mod-
ule which only attends to a set number of points within the
feature map, for different scales, and in this way reducing the
training time and improving small object detection perfor-
mance. Sun et al. removed the transformer decoder and fed
the features coming out of the CNN backbone to a Feature
Pyramid Network (27).

Importantly, end-to-end approaches were successfully
applied in many complex prediction tasks such as speech
recognition or machine translation (19, 20), but are still lack-
ing in multi-instance pose estimation.

Pose estimation Pose estimation is a classical computer vi-
sion problem with wide ranging applications (1–3, 28). Pose
estimation methods are evaluated on several benchmarks for
2D multi-human pose estimation, incl. COCO (2, 29–31).

Multi-instance pose estimation methods can be classi-
fied as top-down and bottom-up (2, 3, 28). Top-down meth-
ods predict the location of each bodypart of each individ-
ual, based on bounding boxes localizing individuals with
a separate network (5–8, 32–34). Bottom-up methods first
predict all the bodyparts, and then group them into indi-

viduals by using part affinity fields (9), pairwise predic-
tions (10, 11, 14, 35, 36), composite fields (13, 16), or asso-
ciative embeddings (12, 15). Both top-down and bottom-up
approaches, require either post-processing steps (for assem-
bly) or two different neural networks (for localization and
then pose estimation).

Most recent (state-of-the-art) approaches are fully con-
volutional and predict keypoint heatmaps (e.g., (6, 7, 9, 12,
15)). Recently, Yang et al. proposed TransPose, a top-down
method, which predicts heatmaps as well, but by using at-
tention after a CNN encoder (8). Transformers were also
used for 3D pose and mesh reconstruction on (single) hu-
mans, which achieved state-of-the-art on Human3.6M (37).
Extending this work, we build on DETR (17), to propose
an end-to-end trainable pose estimation method for multi-
ple instances that directly outputs poses as vectors (without
heatmaps). To cast pose estimation as a hierarchical set pre-
diction problem, we adapt the pose representations of Center-
Net (36) and Single-Stage Multi-Person Pose Machines (14).

The POET model

The overall POse Estimation Transformer (POET) model
is illustrated in Figure 2. Our work is closely related to
DETR (17) and fundamentally extends this object detection
framework to multi-instance pose estimation. Like DETR,
POET consists of two major ingredients: (1) a transformer-

2 Stoffl | POET

记忆中的我、
Highlight
端到端方法成功应用于许多预测任务，但在多人姿态估计中还是缺少的。

记忆中的我、
Underline
include


记忆中的我、
Highlight

记忆中的我、
Highlight

记忆中的我、
Highlight

记忆中的我、
Highlight

记忆中的我、
Underline



Fig. 3. Example predictions on COCO-eval with POET-R50 model listed in Table 1. Top row: examples with good performance. Bottom row: examples with errors.

based architecture that predicts a set of human poses in par-
allel and (2) a set prediction loss that is a linear combination
of simple sub-losses for classes, keypoint coordinates and
visibilities. To cast multi-instance pose estimation as a set
prediction problem, we represent the pose of each individual
as the center (of mass) together with the relative offsets per
bodypart. Each bodypart can be occluded or visible. POET
is trained to directly output a vector comprising the center,
relative bodyparts as well as (binary) bodypart visibility indi-
cators (Figure 2b).

POET architecture The POET architecture contains three
main elements: a CNN backbone that extracts features of the
input images, an encoder-decoder transformer and a feedfor-
ward network (FFN) head that outputs the set of estimated
poses.

CNN backbone. The convolutional backbone is given a batch
of images, I ∈ RB×3×H×W , as input with batch size B, 3
color channels and image dimensions (H,W ). Through sev-
eral computing and downsampling steps, the CNN generates
lower-resolution feature maps, F ∈ RB×C×H/S×W/S with
stride S. Specifically, we choose different ResNets (38) with
various strides S, as detailed in the experiments section.

Encoder-Decoder transformer. The encoder-decoder trans-
former model follows the standard architecture (17, 18). Both
encoder and decoder consist of 6 layers with 8 attention heads
each. The encoder takes the output features of the CNN back-
bone and reduces their channel dimensions by a 1× 1 con-
volution. This downsampled tensor is then collapsed along
the spatial dimension into one dimension as the multi-head
mechanism expects sequential input. We add a fixed posi-
tional encoding to the encoder input, as the transformer archi-
tecture is (otherwise) permutation-invariant and would disre-
gard the spatial image structure. In contrast, the input em-
beddings for the decoder are learned positional encodings,
which we refer to as object queries. These queries must be
different for the decoder to produce different results, due to
the permutation-invariance. They are added to the encoder

output to form the decoder input. The decoder transforms the
queries into output embeddings, which are then taken by the
pose prediction head and independently decoded into the fi-
nal set of poses and class labels. Thereby, every query can
search for one object/instance and predicts its pose and class.
We set the number of object queries N to 25 as this is about
twice higher than the maximum number of humans present
in one image in the COCO dataset. With the aid of the self-
attention in both the encoder and the decoder, the network is
able to globally reason about all objects together using pair-
wise relations between them, and at the same time using the
whole image as context information. The difference of this
transformer decoder (and the one in DETR (17)) to the orig-
inal formulation is the parallel decoding of the N objects at
each layer, in contrast to the autoregressive model used by
Vaswani et al. (18).

Pose prediction head. The final pose estimation is carried out
by a 3-layer perceptron with ReLU activation and a linear
projection layer (FFN head). This head outputs the center
coordinates, the displacements to all bodyparts relative to the
center and the visibility scores for every body part in a single
vector (Figure 2b), and the linear layer outputs the class label
using a softmax function. Thereby, we normalize the center
and offsets to the image size.

Training loss In order to predict all human poses in paral-
lel, the network is trained by the loss after optimal match-
ing, which is calculated after finding an optimal matching
between predictions and ground-truth and summing over the
individuals. Therefore, our loss has to score predictions ac-
cordingly, with respect to the class, the keypoint coordinates
and their visibilities, produce the matching and then optimize
the multi-instance pose-specific losses.

For every instance i, in the ground truth, we com-
pute the center as the center of mass of all visi-
ble keypoints (e.g., COCO (29) contains humans with-
out annotations, in these cases the visibilities are set
to 0). The ground truth vector for human i is
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then [xc,yc,∆x1,∆y1,v1,∆x2,∆y2,v2 . . . ,∆xn,∆yn,vn],
for center (xc,yc), relative offset (∆xi,∆yi) of each body-
part i and its visibility vi. In order to make the loss
functions more legible, we split this vector into yi =
(ci,Ci,Zi,Vi), which consists of the target class label
(human/non-object) ci, the center Ci = (xc,yc), the rela-
tive pose: Zi = [∆x1,∆y1,∆x2,∆y2, . . . ,∆xn,∆yn] (rel-
ative joint displacements from the center Ci) and a binary
visibility vector Vi = [v1,v1,v2,v2, . . . ,vn,vn] encoding for
every joint in the image, whether it is visible or not.

The prediction of the network for instance i is then de-
fined as ŷi = (p̂(ci), Ĉi, Ẑi, V̂i), where p̂(ci) is the predicted
probability for class ci, Ĉi the predicted center, Ẑi the pre-
dicted pose, and V̂i the predicted visibility. Note that the net-
work does not predict the visibility for the center.

In the following, we denote by y the ground truth set of
poses, and ŷ = {ŷi}Ni=1 the set of N predictions. Here, y is
the set of humans in the image padded with non-objects. We
define our pair-wise matching cost between ground truth yi
and a prediction with index σ(i) as:

Lmatch(yi,ŷσ(i))) =−1{ci 6=∅}p̂σ(i)(ci)

+1{ci 6=∅}Lpose(Ci,Zi,Vi, Ĉσ(i), Ẑσ(i), V̂σ(i))
(1)

Here,Lpose is the pose-specific cost that we will define below
and involves costs for the centers, the bodyparts and their
visibilities.

The optimal assignment is then found as a bipartite
matching with the lowest matching cost based on the Hun-
garian algorithm (17, 39). This assignment is the follow-
ing permutation of N elements σ ∈GN for symmetric group
GN (40):

σ̂ = argmin
σ∈GN

N∑
i

Lmatch(yi, ŷσ(i)) (2)

Once the optimal matching is obtained, we can compute
the Hungarian loss for all matched pairs. Like the matching
cost, it contains a loss part scoring the poses, which is a linear
combination of a L1 loss to compute the differences between
relative keypoint coordinates, a L2 loss for the center coordi-
nates and a L2 loss for the visibilities, with hyperparameters
λL1, λL2 and λctr:

Lpose(Ci,Zi,Vi, Ĉσ(i), Ẑσ(i), V̂σ(i)) =

λL1‖Vi ◦Zi−Vi ◦ Ẑσ(i)‖1
+λL2‖Vi− V̂σ(i)‖22
+λctr‖(xc,yc)i− (x̂c, ŷc)σ(i)‖22 (3)

Thereby, ◦ denotes point-wise multiplication. These three
losses are normalized by the number of humans inside the
batch.

The final loss, the Hungarian loss, then is a linear com-
bination of a negative log-likelihood for class prediction and
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Fig. 4. Evolution of the different loss parts over training epochs (Equation 4) for
POET-R50. Solid lines correspond to training losses, and dashed lines to validation
losses (on COCO).

the keypoint-specific loss defined above, for all pairs from the
optimal assignment σ̂:

LHungarian(y, ŷ) =
N∑
i=1

[
− log p̂

σ̂(i)(ci) (4)

+1{ci 6=∅}Lpose(Ci,Zi,Vi, Ĉσ̂(i), Ẑ
σ̂

(i), V̂
σ̂

(i))
]

Most COCO images contain only few annotated hu-
mans. To account for this class imbalance, we down-weight
the log-probability term by a factor of 10 for all non-objects.

Experiments
We evaluated POET on the difficult COCO keypoint estima-
tion challenge (29), illustrate qualitative results and show that
it reaches good performance (especially for large humans).
Then we show that it outperforms baseline methods that we
trained based on an established bottom-up method using as-
sociative embedding with the same backbone (12, 45). Then,
we analyse different aspects of the architecture and the loss.
Finally, we discuss challenges and future work.

COCO keypoint detection challenge The COCO
dataset (29) comprises more than 200,000 images with
more than 150,000 people for which up to 17 keypoints are
annotated. The dataset is split into train/val/test-dev sets
with 57k, 5k and 20k images, respectively. We trained on
the training images (that contain humans) and report results
on the validation set for our comparison study and on the test
set for comparing to state-of-the-art models.

As it is customary, we assess the performance with the
standard evaluation metric based on Object Keypoint Simi-
larity (OKS):

OKS =
∑
i exp(−d2

i /2s2k2
i )δ(vi > 0)

δ(vi > 0) . (5)
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Table 1. Comparison to state-of-the-art models on COCO test-dev. Note that most models use an overall stride of 4 (or smaller), when extracting features, while POET uses
stride 32 and therefore much smaller feature maps which harms performance on APM . However, with regard to APL it can compete with state-of-the-art models.

Method Stride #Params AP AP50 AP75 APM APL AR AR50 AR75 ARM ARL

Top-Down

Mask-RCNN (41) 4 44.4M 63.1 87.3 68.7 57.8 71.4 - - - - -
CPN (34) - - 72.1 91.4 80.0 68.7 77.2 78.5 95.1 85.3 74.2 84.3
HRNet-W48 (6, 42) 4 63.6M 75.5 92.5 83.3 71.9 81.5 80.5 - - - -
TansPose-H-A6 (8) 4 17.5M 75.0 92.2 82.3 71.3 81.1 - - - - -

Bottom-Up

OpenPose (9) 4 - 61.8 84.9 67.5 57.1 68.2 - - - - -
Hourglass (12) 4 277.8M 56.6 81.8 61.8 49.8 67.0 - - - - -
PersonLab (43) 8 68.7M 66.5 88.0 72.6 62.4 72.3 71.0 90.3 76.6 66.1 77.7
AE + R50 (44) 4 31.9M 46.6 74.2 47.9 44.6 49.3 55.2 79.7 57.5 48.1 65.1
AE + R101 (44) 4 50.9M 55.4 80.7 59.9 49.3 64.1 62.2 84.1 66.4 53.3 74.3
AE + R152 (44) 4 68.6M 59.5 82.9 64.8 51.7 71.1 65.1 85.6 69.6 55.3 78.8
PifPaf (13) 4 - 66.7 - - 62.4 72.9 - - - - -
HigherHRNet (15) 2 63.8M 68.4 88.2 75.1 64.4 74.2 - - - - -
POET-R50 (Ours) 32 41.3M 55.4 83.3 59.8 45.4 68.8 62.5 88.3 66.8 52.9 75.4

Table 2. Comparison with the baseline method using associative embedding (AE) (12, 44) with ResNet-50 backbone and reduced stride on the COCO validation set. POET
outperforms AE models, trained with the same backbones and reaches better performance than AE baselines utilizing an overall stride of 4.

Method Input Size / Stride #Params AP AP50 AP75 APM APL AR AR50 AR75 ARM ARL

AE + R50 512 / 32 31.9M 0.9 3.7 0.1 0.0 2.3 6.3 18.9 2.9 0.5 14.1
AE + R50 512 / 16 31.9M 10.5 29.7 5.7 4.1 20.3 21.9 46.0 19.0 7.5 41.5
AE + R50 512 / 8 31.9M 24.9 54.0 19.8 18.7 34.4 37.6 64.6 35.9 23.4 56.9
AE + R50 (300 epochs) (44) 512 / 4 31.9M 46.6 74.2 47.9 44.6 49.3 55.2 79.7 57.5 48.1 65.1

POET-R50 512 / 32 41.3M 46.6 75.0 47.8 31.1 66.7 52.0 78.6 53.5 36.9 72.8
POET-DC5-R50 512 / 16 41.3M 51.9 79.0 54.9 37.7 70.7 57.1 82.6 59.7 43.3 76.3

Thereby, for each keypoint i ∈ {1,2, . . . ,17}, di is the Eu-
clidean distance between the detected keypoint and its cor-
responding ground truth, vi is the (boolean) visibility of the
ground truth, s is the object scale, ki is the labeling uncer-
tainty (a COCO constant) and δ is 1 for positive visibilities
and zero otherwise. We calculated the average precision and
recall scores: AP50 (AP at OKS = 0.50), AP75, AP (the mean
of AP scores at OKS = 0.50, 0.55, . . . , 0.90, 0.95), APM for
medium objects, APL for large objects, and AR (the mean
of recalls at OKS = 0.50,0.55, . . . ,0.90,0.95), as well as
AR50, AR75, ARM and ARL.

Implementation details We trained all (POET) models
with the following hyperparameter setting in the keypoint
loss: λL1 = 4, λL2 = 0.2 and λctr = 0.5.

We set the transformer’s initial learning rate to 10−4,
the backbone’s to 10−5, and weight decay to 10−4 (17) and
train POET with AdamW (46). A dropout rate of 0.1 is
applied on the transformer’s weights, which are initialized
with Xavier initialization (47). For the encoder, we choose
ResNet50 (38) with different strides S. Accordingly, models
are called POET-R50 as well as POET-DC5-R50, when using
a dilated C5 stage (which decreases the stride from 32 to 16).
The replacement of a stride by a dilation in the last stage of
the backbone increases the feature resolution by a factor of
two, but also comes with an increase in computational cost
by the same factor.

During training we augment the data by applying ro-
tation uniformly drawn from (−25,+25) degrees, random
cropping, horizontal flipping and coarse dropout (48) with

a probability of 0.5 each. Additionally, we resize the images
such that the shortest side falls in the range [400,800] and
the longest side is at most 1,333. We set the number of pre-
diction slots N to 25, as the maximum number of keypoint
annotated humans in COCO images is 13.

We carried out two different sets of experiments: (1)
training POET initialized from ImageNet (49) weights to
compare with current state-of-the-art models and (2) train-
ing multiple models as well as baseline models, whereby we
started with COCO keypoint challenge pretrained weights
from MMPose (45). For the comparison with state-of-the-
art models, we train POET-R50 with a batch size of 6 on
two NVIDIA V100 GPUs (hence a total batch size of 12) for
300 epochs, with a learning rate drop by a factor of 10 af-
ter 200 epochs and again after 250 epochs. One epoch takes
approximately one hour in this setting. The loss curves and
the evolution of mAP on COCO-val can be seen in Figures 4
and 6.

For the comparison to baseline models, we utilized
the associative embedding (12, 15) implementation in MM-
Pose (44, 45). To account for the high memory footprint and
the long training times, we restrict the maximum image size
to 512 during training and train POET models (POET-R50,
and POET-DC5-R50) with a total batch size of 64 (50 for
DC5 models) for 250 epochs, for the comparison with the
baseline models. The baseline models were trained for 100
epochs with the default learning schedule for AE + ResNet
models in MMPose (44), with similar augmentation methods
(without coarse dropout, but with affine transformation aug-
mentation). Despite the commonly used training schedule
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Fig. 5. a) Encoder self-attention reference points highlighted in red. The encoder attends locally to each individual. b) Decoder attention scores for predicted individuals. The
decoder attends to a human’s most distinguishable part, the face region. The image is from the COCO validation set.

with 300 epochs, we train the baseline models only for 100
epochs, as we actually initialized the the AE + ResNet mod-
els from the ones trained with stride 4 on COCO and reduced
the stride by removing upsampling layers.
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Fig. 6. Evolution of mAP on COCO validation set for POET-R50 trained for 300
epochs to compare to state-of-the-art models. Learning rate was dropped after 200
and 250 epochs.

Qualitative results When we trained POET-R50 with the
loss in Equation Eq. (4) as well as the cross-validated hy-
perparameters, we found that class, keypoint, visibility and
center loss decreased (Figure 4). We then checked if the pre-
dictions were accurate on test images. Figure 3 depicts pre-
dictions of POET-R50 on example images form COCO-val.
Furthermore, we plot failure cases and conclude that POET
can successfully tackle the problem of multi-instance pose
estimation.

Quantitative evaluation Firstly, to quantify the perfor-
mance, we calculated mAP over learning and found that it
reaches high performance (Figure 6). Next, we compare our
results to state-of-the-art methods on COCO test-dev (Ta-
ble 1). We split the methods into top-down and bottom-up
approaches and report numbers without multi-scale testing or
extra training data in order to have a fair comparison. We find
that POET-R50 performs competitively with other bottom-up

methods for large humans (APL), but has lower performance
for small/medium humans.

We reason that this is due to larger stride for the
encoders in all strong methods (e.g. ≥ 4, see Table1),
which contributes to inferior spatial resolution at the in-
put to the transformer. Transformers scale quadratically
O((H ·W/S2)2) in the input dimensions, and thus increas-
ing the stride is costly. In order to demonstrate the power-
ful potential of our method, in comparison to previous meth-
ods, we next compare POET to baseline models with ResNet
backbones (and varying strides).

We chose associative embedding (AE) (12, 45) as the
model to compare to, as this method was proven to be a strong
bottom-up method and currently is state-of-the-art when ap-
plied with the high resolution backbone HigherHRNet (15).
We create baseline models that were trained with the same
pretrained ResNet backbones, input image sizes and similar
data augmentation.

We vary the overall stride of the ResNet backbones for
AE from 4 to up to 32, to assure that both methods receive the
same feature dimensions as input. Table 2 shows AP and AR
values on COCO-val for baseline and POET models. POET
outperforms the baseline methods (with the same stride) by
a large margin and (for stride 16) is better than the baseline
models even with stride 4, which provides evidence that the
transformer head is suitable to learn multiple poses in an im-
age, even from low-resolution feature maps (Figure 1). Fu-
ture work should focus on finding hyperparameters for train-
ing POET with smaller stride, which will likely strongly im-
prove the performance.

Analysis

Transformer attentions. In order to understand better what
the roles of the encoder and decoder in the transformer archi-
tecture are, we depict the attention maps on a sample image
(Figure 5). We find that the transformer’s encoder attends lo-
cally to each individual while the decoder particularly puts
attention on the seemingly most distinguishable part of each
individual, its face.
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Fig. 7. Left: Figure showing the predicted center (red) and relative offset per body-
part as blue vectors for multiple individuals on an example image. Right: Scatter
plot and planar histogram of relative offset of predicted center vs. ground truth cen-
ter (normalized by bounding box diagonal). Most data points fall in the IInd quadrant,
demonstrating that POET-R50 indeed learns to be biased to the upper-left.

Fig. 8. Violin plot of POET-R50 predicted visibility vs. COCO ground truth visibility
for all images and annotated humans in COCO-val.

Learned Centers. Interestingly, POET learns human centers
to the left side of the head (Figure 7). We hypothesize that
the head is the most distinguishable part of the human body
and therefore putting the center next to it helps as a reference
point for predicting the rest of the body. In fact, when enforc-
ing the model to learn centers closer to the humans center of
mass, by up-weighting the center loss in the the training loss
(Equation 3), POET easily learns to predict the centers of
mass, but fails at learning the keypoints correctly.

Visibility. The loss formulation also makes the model learn
the visibility of each keypoint together with the location.
However, the metrics used for the COCO keypoint detection
challenge do not take into account predicted visibilities. We
found that POET accurately predicts the corresponding visi-
bility for each predicted body part (Figure 8).

Decoder Analysis. We analyze the role of the Transformer
decoder and its layers by looking at the predictions at each
stage of the decoding. We find that the average performance
stabilizes after 3-5 decoder layers (Figure 9).
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Fig. 9. Evolution of the mAP accuracy on COCO-val through decoder layers of
POET-R50 illustrating that the performance saturates after four decoding layers.

Conclusions
We presented POET, a novel pose estimation method based
on a convolutional encoder, transformers and bipartite match-
ing loss for direct set prediction. Our approach achieves
strong results on the difficult COCO keypoint challenge and
is the first that is end-to-end trainable. POET is inspired by
the recent DETR (17), which tackled object recognition and
panoptic segmentation, with transformers.

Currently, POET does not achieve state-of-the-art per-
formance, but we expect that it will inspire future research to
address those challenges. Similarly, DETR performed worse
for small objects and only achieved about 80% of state-of-
the-art performance (17); comparable to POET (see table 1).
One major limitation of POET and DETR is the slow conver-
gence, and large memory demand which makes experimen-
tation with high resolution backbones, which are important
for accurate pose estimation, costly. Recent work directly
addressed these problems for object recognition (26, 27, 50).
Importantly, our method is simple and could be applied to
any backbone that is trained end-to-end to do multi-instance
pose estimation.
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